Homework 6

100 points

There are two problems in this homework.  

Problem 1 should be submited in the standard format we’ve used many times: The first pages should contain your answers to all the questions, along with showing any key algebraic equations or  explanations you need to use along the way.  After that, include a printout of the output from the regressions you executed in support of your answers.  Highlight any numbers in this output that you used in the first section. (You are encouraged to save paper here, you may print this section with a small font, double-sided and/or with 2-up format.)  Last, include a copy of the DO file that contains the commands you asked STATA to execute.  Be sure you organize these in a way that will be clear to the reader.
Problem 2 will be presented in a slightly different, more polished style.  Please refer to that specific problem for details.
Problem 1 (40 points total)
The dataset Phillips.dta contains information on the civilian unemployment rate and the cpi inflation rate.  The data is available from 1948 through 2010, and was downloaded via FRED.
Part 1

a) import the dataset and let STATA know it is time series with the command tsset year.

b) Estimate an AR(1) model fot the unemployment rate.  (That is, regress unemp on a single lag of unemp.)  Do this for observations of the year>=1951. You should use the “lag operator” in STATA to do this (L.unemp).  

c) Calculate the BIC with the command estat ic.  

d) Repeat b) and c) for an AR(2) and AR(3).

e) Use the BIC to determine what is the optimal lag length (q) for unemployment in this AR(q)?

The AR(2) seems optimal, as it has the lowest BIC (182.799)

f) What is the predicted unemployment rate for 2011 according to the AR(1) model?  (Use the coefficients and the data to calculate the expected value for 2011.)  What is it for the AR(2) and AR(3) models?
Predicted 2011 unemployment from the models (using the data on unemployment from 2010-2008 in the forecast.):

AR(1): (1.229+.796653*9.6)= 8.877
Similarly:
AR(2): 8.597

AR(3): 8.282

g) The actual unemployment rate in 2011 was 9.0.  What is the difference between the predicted values and actual for the AR(1), AR(2) and AR(3) models. 
AR(1): 9-8.877=.0123
AR(2):.402

AR(3): .718

Part 2)

a) Add the lag of the cpi_inf rate to the AR(2) regression.  Continue to execute with year>=1951. Is the lag inflation statistically significant?
The coefficient is positive (.1547), and it is signficant, with a p-value of .001.  

b) Predict the unemployment rate 2011 in using the ADL model from 2a.  Compare it to the actual level.

ADL(2,1): Using the coefficients from the ADL(2,1), we can find the predicted unemployment=1.53+.935*9.6+9.3*-.298+1.6*.155=7.99.  The difference between the predicted and actual is 1.01.

c) The inflation adjusted Phillips curve proposes that the unemployment rate falls when we encounter unexpected inflation.  Let’s propose that the expected value of inflation for time t is the actual value of inflation for time t-1.  This means the difference between actual inflation and expected inflation for time t will be inft-inft-1.  Create a variable called d_inf  that equals the change in inflation.  Us the syntax D.cpi_inf to help you do this.  While you’re at it, also create d_unemp that equals the change in unemployment.
d) Regress unemp on d_inf.  Report the coefficient and p-value.  Is it of the expected sign?

The coefficient is -.2247, and the p-value is .054.  Marginal significance.  The sign is indeed negative, as expected by the theory alluded to above.
a) Part 3)

b) At a level of α=.05, do unemp and cpi_inf have unit roots?  Execute Dickey-Fuller tests for each as we did in class.  Note that the critical value for a 5% test for a dataset of our size is approximately -2.92.

For unemployment, the Dickey-Fuller test yields a t-value of -2.55, this is smaller (in absolute value) than the critical value.  Thus, we cannot reject a unit root for unemployment.

For inflation, the Dickey-Fuller tests yields a t-value of-3.44, which exceeds the critical value (in absolute value) and thus we reject the hypothesis of a unit root.
c) It appears you cannot reject a unit root for unemp.  Let’s try an Augmented Dickey-Fuller test for unemployment.  That is, include a lag of the change in unemployment in your Dickey-Fuller regression (we created this above, it’s called d_unemp).  Can you reject a unit root now?
Including the value of the lagged change in unemployment yields a t-value of -2.90 in the Dickey Fuller specification.  This is really close to our critical value.  Techincally, we still can’t reject the unit root hypothesis, but you would have a reasonable case to treat unemployment as a stationary variable.
A student can execute this test in two ways.  First, the command dfuller unemp, lags(1) will do it.  Alternatively, one could manually run the regression I asked for. d_unempt=βt+βtunempt-1 + β2d_unempt-1.  Then calculate the test statistic on β1.
Problem 2 
This problem is intended to be more open-ended than previous assignments, so you can get a feel for what it’s like to do an actual project.  I am providing some basic guidance so you’ll have some idea of what I want to see, but the specifics of what you choose to do will be up to you.  As always, your write-up should be your own work.  You may talk with other students about the project, but this is your problem to solve.

You will have two datasets to choose from to complete this part of the assignment.  Use only one of these, not both.
· The dataset names.dta contains information regarding job postings and resumes of applicants.  This dataset is the basis of a remarkable (and quite famous) paper by Bertrand and Mullinathan published in 2004.  You will probably want to use the variable call_back as your dependent variable.
· The dataset seatbelts.dta is a panel dataset containing state-specific information about motor vehicle fatalities over a 15 year period.  This dataset formed the basis of a paper by Cohen and Einav in 2003.
Each dataset has a description file detailing the variables it contains.
Presentation Rules:

All responses must be typed.  
STATA tables that are  cut and pasted in are NOT acceptable.  You need to create summary tables that present the information in a reader-friendly fashion.  Imagine you are writing this up for your new boss, who doesn’t have time to go through countless pages of STATA output.  You need to distill the essential information you want to convey in a few easy to read tables.  Here’s an example I have fabricated out of thin air.

	Dependent Variable: Goldfish Lifespan (days)
Independent Variables
	Model 1
	Model 2
	Model 3

	Bowl Cleaned ≥1 per week (Dummy variable)
	25.12 (.005)
	21.23 (.008)
	15.11    (.001)

	Food per day (grams)
	1.378   (.034)
	   1.455   (.044)
	1.144    (.021)

	Food per day ^2 (grams)
	
	-.00034  (.002)
	-.00045 (.003)

	Water Temperature (F)
	
	
	-.15       (.14)


n=435, p-values in parenthesis, using robust standard errors.
 I believe to do a thoughtful job analyzing these datasets will take a minimum of 2-3 typed pages (not including any tables).  I am not setting a page requirement, but if you are coming in low, you probably aren’t thinking hard enough.
Answer the Following

There is no single right answer to any of these questions.  But some answers will be better than others.  To get full marks an answer must be of high quality in all the following dimensions. (In addition to some problem specific requirements.)

i. It must address the question asked.  (Obviously)
ii. It must be clearly articulated.

iii. It must demonstrate some thoughtfulness about the topic/context of the particular research question.

iv. It must be “reasonable.”  If a student wants to take a really funky or unusual approach, the burden is on them to explain their thinking to the satisfaction of the grader. 
v. The econometrics techniques must be used correctly (when applicable).
a) Which dataset are you using?
b) What is your dependent variable?

The names dataset will typically use the call back dummy.

The seatbelt dataset will typically use the fatality variable.

Other choices are fine, but are less obvious.
c) What is the question you want to use the dataset to try and answer? What is your key independent variable(s)? [State these very clearly.  It is important you know exactly what it is you are trying to accomplish before you try to accomplish it.]
For the names dataset, a common choice will be whether black names have different call back rates than other names.  There are certainly other options, including if call backs are different depending on characteristics of the businesses, qualifications of the candidates.

The seatbelt dataset might have students focusing on a variety of independent variables, such as speed limits or drunk driving laws.

Primary focus of the grading needs to be on whether the research question has been expressed in a clear, unambiguous way, and the independent variable available is appropriate.
Example: Does cleaning a fishbowl increase the lifespan of a goldfish?  My wife says yes.  Easy for her to say.  When’s the last time she cleaned Ludwig’s bowl?  Try never.  That’s right, never.  But I digress.
d) What is your expected answer to the question? [This is your chance to develop your ideas as to what you think the relationship between the variables is.]
Example: [Yours should be much longer and thoughtful.]  I think a thick layer of organic compounds (aka “scum”) on the inside of a fishbowl is a sign of a healthy biosphere.  A fish will benefit from the rich broth of nutrients a non-cleaned bowl will provide.  Those that provide a “sterile,” or “habitable,” environment are doing their fish a disservice. Thus, I expect there to be a negative relationship between cleaning a bowl and the lifespan of a goldfish.
Here, the student has free reign to make a conjecture about the sign of the key dependent/independent variable relationship.  Points awarded by how thoughtful and detailed their argument is.
e) What control variables do you think you should use?  For each, what do you think would be the relationship between these control variables and the dependent/key independent variables?  Alternatively,  how would the omission of these variables impact your central analysis?
Example:[Your’s should be much longer and thoughtful.] I think I should control for food consumption.  Fish need food to survive.  Giving the fish food should increase its lifespan.  It is also possible that people who feed their fish periodically  will be more likely to clean the fishbowl.  I thus expect omitting food consumption will lead to a positive bias in the coefficient on cleaning the bowl.
A student should have at least three control variables listed, and should use our “signing the bias” technique from earlier in the term to explain themselves.  That is, they need to establish how they think the control variable is linked to the dependent variable AND how the control variable is linked to the key independent variable.

f) What is the functional form of your regression?  Why have you chosen this form?

Example: I have cross-sectional data from 435 random selected households.  I have no reason to believe that any of the CLRM assumptions aren’t being met, so I will use OLS to estimate the model.  I will use robust standard errors in case there is heteroskedasticity of unknown form.  The only novel functional form issue is that I will include a quadratic term for food, in case very high food consumption is bad for fish.  I’ve heard rumors that Timmy Jorgenson gave his fish like a pound of food before vacation and when he got back he’d swelled up to the size of a cantaloupe.  For real.  But I digress.
The names dataset (if they are using call back as dependent) asbolutely must use logit, or have a very, very good and explicit explanation why they are not (I have no idea what this could look like).  Our focus on binary dependent variable regression was largely about this logit technique.  I chose this dataset for precisely this reason.  Maximum of 5 points on this if this isn’t there.

Seatbelts dataset absolutely must use individual fixed effects at some point in the analysis. Maximum of 5 points if this isn’t done.

I’d like to see students playing around with logarithms, or squared terms, just for the experience.  If a student is getting a borderline score, the grader can bump a point or two.

g) Run your regressions.  You should have several different variations of the model, using different control variables and possibly slightly different functional forms.  Compile the important numbers in a table, as I did above.
Make sure the table is there, clearly labeled and readable.  Full points shouldn’t be hard here.  If a student should paste in raw STATA tables, 5 points maximum.
h) Describe your results.  Obviously, you should highlight the signs and significance levels of your key variables, and any interesting findings for the control variables.  How do the findings change based on specification of the model?  Are the results consistent with your initial guess?
The focus of the discussion should be on the key independent variable.  Particularly important is how control variables effect the sign/significance from model to model.

For the names dataset, due to the “experimental” setup of the study’s design, there should in principal not be any systematic correlation between any of the independent variables.  This should manifest itself in the coefficients being very stable from model to model.  This is a somewhat subtle point and I’m not expecting more than a handful of students to realize it, but give extra points to those that do.
i) Propose (at least one) interaction that includes your key independent variable.  Why do you think this interaction is potentially important?  You should present these results in a table, as well.  Be sure to interpret these results carefully.

I want students to appreciate what interaction variables are trying to do (allow for different effects of one independent on the dependent variable based on the value of another variable).  Part of that in this assignment is proposing a plausible scenario in which the interaction could matter for a dependent variable in their dataset.

They should then create the interaction and run it in the main model.  This result goes in a table, and the student describes the meaning of their particular finding.
j) Conclude your paper by summing up your major findings.  Suggest related questions you’d be interested in and ways you would want to try to investigate the ideas here more thoroughly.

I just want a one paragraph summation of the main discovery they made in this project.
Example: Well, despite my hopes, I can only conclude that washing a fish’s bowl increases a fish’s life expectancy. Poor Ludwig.  I guess that raspy gasping sound he makes isn’t him trying to say hello.  I’ll make it up to him by buying him a steak.  Now that Ludwig can see out of his bowl, I shall turn my attention towards analyzing what types of films fish like to watch.  I’m pretty sure it’s a toss up between  killer space robots and killer space aliens.  Ludwig, it’s movie night!

. //Part 1

. tsset year

        time variable:  year, 1948 to 2010

                delta:  1 unit

. 

. regress unemp L.unemp if year>=1951, robust

Linear regression                                      Number of obs =      60

                                                       F(  1,    58) =   81.68

                                                       Prob > F      =  0.0000

                                                       R-squared     =  0.5734

                                                       Root MSE      =  1.0609

------------------------------------------------------------------------------

             |               Robust

       unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |   .7966533   .0881462     9.04   0.000     .6202095    .9730971

             |

       _cons |   1.229359   .5236268     2.35   0.022     .1812062    2.277512

------------------------------------------------------------------------------

. estat ic

-----------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+---------------------------------------------------------------

           . |     60   -113.2242   -87.66675      2     179.3335    183.5222

-----------------------------------------------------------------------------

               Note:  N=Obs used in calculating BIC; see [R] BIC note

. 

. regress unemp L(1/2).unemp if year>=1951, robust

Linear regression                                      Number of obs =      60

                                                       F(  2,    57) =   54.95

                                                       Prob > F      =  0.0000

                                                       R-squared     =  0.6063

                                                       Root MSE      =  1.0281

------------------------------------------------------------------------------

             |               Robust

       unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |   .9993643   .1284622     7.78   0.000     .7421231    1.256605

         L2. |  -.2925832   .1560901    -1.87   0.066    -.6051482    .0199819

             |

       _cons |   1.724678   .5849248     2.95   0.005     .5533866     2.89597

------------------------------------------------------------------------------

. estat ic

-----------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+---------------------------------------------------------------

           . |     60   -113.2242   -85.25845      3     176.5169    182.7999

-----------------------------------------------------------------------------

               Note:  N=Obs used in calculating BIC; see [R] BIC note

. 

. regress unemp L(1/3).unemp if year>=1951, robust

Linear regression                                      Number of obs =      60

                                                       F(  3,    56) =   37.04

                                                       Prob > F      =  0.0000

                                                       R-squared     =  0.6128

                                                       Root MSE      =  1.0286

------------------------------------------------------------------------------

             |               Robust

       unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |   1.025975   .1305874     7.86   0.000     .7643771    1.287573

         L2. |   -.414416   .1906683    -2.17   0.034    -.7963705   -.0324615

         L3. |   .1346919   .1066824     1.26   0.212    -.0790186    .3484024

             |

       _cons |   1.505468   .6023893     2.50   0.015     .2987368    2.712198

------------------------------------------------------------------------------

. estat ic

-----------------------------------------------------------------------------

       Model |    Obs    ll(null)   ll(model)     df          AIC         BIC

-------------+---------------------------------------------------------------

           . |     60   -113.2242   -84.75868      4     177.5174    185.8947

-----------------------------------------------------------------------------

               Note:  N=Obs used in calculating BIC; see [R] BIC note

. 

. //Part 2

. 

. regress unemp L(1/2).unemp L.cpi_inf if year>=1951, robust

Linear regression                                      Number of obs =      60

                                                       F(  3,    56) =   30.17

                                                       Prob > F      =  0.0000

                                                       R-squared     =  0.6782

                                                       Root MSE      =  .93769

------------------------------------------------------------------------------

             |               Robust

       unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |   .9352148   .1478637     6.32   0.000     .6390082    1.231421

         L2. |  -.2977348   .1531756    -1.94   0.057    -.6045824    .0091128

             |

     cpi_inf |

         L1. |   .1546608   .0507064     3.05   0.003     .0530838    .2562379

             |

       _cons |   1.534794   .5749033     2.67   0.010     .3831238    2.686463

------------------------------------------------------------------------------

. 

. //Part 3

. gen d_inf=D.cpi_inf

(1 missing value generated)

. 

. gen d_unemp=D.unemp

(1 missing value generated)

. 

. regress D.unemp L.unemp

      Source |       SS       df       MS              Number of obs =      62

-------------+------------------------------           F(  1,    60) =    6.51

       Model |  7.52633039     1  7.52633039           Prob > F      =  0.0133

    Residual |  69.3510891    60  1.15585149           R-squared     =  0.0979

-------------+------------------------------           Adj R-squared =  0.0829

       Total |  76.8774195    61  1.26028557           Root MSE      =  1.0751

------------------------------------------------------------------------------

     D.unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |  -.2302652   .0902376    -2.55   0.013    -.4107674   -.0497631

             |

       _cons |   1.397147   .5287932     2.64   0.010     .3394029    2.454891

------------------------------------------------------------------------------

. 

. regress d_inf L.cpi_inf

      Source |       SS       df       MS              Number of obs =      62

-------------+------------------------------           F(  1,    60) =   11.80

       Model |  52.8846974     1  52.8846974           Prob > F      =  0.0011

    Residual |  268.865146    60  4.48108577           R-squared     =  0.1644

-------------+------------------------------           Adj R-squared =  0.1504

       Total |  321.749843    61   5.2745876           Root MSE      =  2.1169

------------------------------------------------------------------------------

       d_inf |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     cpi_inf |

         L1. |  -.3174238   .0923987    -3.44   0.001    -.5022488   -.1325988

             |

       _cons |   1.095024   .4392665     2.49   0.015     .2163602    1.973688

------------------------------------------------------------------------------

. 

. regress d_unemp L.unemp L.d_unemp

      Source |       SS       df       MS              Number of obs =      61

-------------+------------------------------           F(  2,    58) =    4.47

       Model |  9.60350838     2  4.80175419           Prob > F      =  0.0157

    Residual |  62.3256724    58  1.07458056           R-squared     =  0.1335

-------------+------------------------------           Adj R-squared =  0.1036

       Total |  71.9291807    60  1.19881968           Root MSE      =  1.0366

------------------------------------------------------------------------------

     d_unemp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

       unemp |

         L1. |  -.2820983    .097119    -2.90   0.005     -.476503   -.0876935

             |

     d_unemp |

         L1. |   .2429037   .1303574     1.86   0.067     -.018035    .5038424

             |

       _cons |   1.641124   .5637869     2.91   0.005     .5125815    2.769666

------------------------------------------------------------------------------

. 

end of do-file

